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Abstract

Data augmentation is widely used to train
deep neural networks for image classifi-
cation tasks. Simply flipping images can
help learning by increasing the number
of training images by a factor of two.
However, data augmentation in natural
language processing is much less stud-
ied. Here, we describe two methods
for data augmentation for Visual Question
Answering (VQA). The first uses exist-
ing semantic annotations to generate new
questions. The second method is a genera-
tive approach using recurrent neural net-
works. Experiments show the proposed
schemes improve performance of baseline
and state-of-the-art VQA algorithms.

1 Introduction

In recent years, both computer vision and natural
language processing (NLP) have made enormous
progress on many problems using deep learning.
Visual question answering (VQA) is a problem
that fuses computer vision and NLP to build upon
these successes. In VQA, an algorithm is given an
image and a question about the image, and it pre-
dicts the answer to the question (Malinowski and
Fritz, 2014; Antol et al., 2015). Although progress
has been rapid, there is still a significant gap be-
tween the performance of the best VQA systems
and humans. For example, on the open-ended
‘The VQA Dataset’ that uses real images, the best
systems in 2016 are at around 65% accuracy (e.g.,
Fukui et al. (2016)) compared to 83% for hu-
mans (Antol et al., 2015). Analysis of VQA algo-
rithm performance as a function of the amount of
training data show that existing algorithms would
benefit greatly from more training data (Kafle and
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Figure 1: We explore two methods for data augmentation
for VQA. The Template method uses semantic image anno-
tations. The LSTM method is a generative approach. For this
image, the original questions are: 1) ‘Where are the people
sitting at?’ 2) ‘How many orange cups are there?’ and 3)
‘What is the coffee table made of?’ The Template augmen-
tation method generates the questions (4 of 13 total): 1) ‘Is
there a person in the picture?’ 2) ‘Is there a couch?’ 3) ‘How
many people are there?’ and 4) ‘What room is this?’ The
LSTM method generates the questions: 1) ‘How many peo-
ple are there?’ 2) ‘How many people are in the picture?’ and
3) ‘Are they playing a video game?’

Kanan, 2017). One way to address this would be
to annotate additional questions about images, but
this is time-consuming and expensive. Data aug-
mentation is a much cheaper alternative.

Data augmentation is generating new training
data from existing examples. In this paper, we ex-
plore two data augmentation methods for generat-
ing new question-answer (QA) pairs for images.
The first method uses existing semantic annota-
tions and templates to generate QA pairs, similar
to the method in Kafle and Kanan (2017). The
second method is a generative approach using a re-
current neural network (RNN). Fig. 1 shows an ex-
ample image from ‘The VQA Dataset’ along with
the original questions and the questions generated
using our methods. Our methods improve the va-
riety and the number of questions for the image.
We evaluate how well each augmentation method
performs on two VQA datasets. Our results show
that augmentation increases performance for both
datasets.



1.1 Related Work

For supervised computer vision problems, e.g.,
image recognition, labels are scarcer than images.
This is especially a problem with deep convolu-
tional neural networks (CNNs) that have millions
of parameters. Although more human labeled data
would be ideal, it is easier to exploit the train-
ing dataset to generate new examples. For im-
age classification, common ways to exploit train-
ing images to create more labeled examples in-
clude mirror reflection, random crops etc. Many
of these methods were used in training the semi-
nal AlexNet (Krizhevsky et al., 2012), which in-
creased the training data by more than ten folds
and produced relative improvement of over 4% for
image classification.

Compared to vision, where augmentation is
common, little work has been done on augment-
ing text for classification problems. A notable ex-
ception is Zhang et al. (2015), where a thesaurus
was used to replace synonymous words to create
more training data for text classification. How-
ever, this augmentation produced little improve-
ment and sometimes even hurt performance. The
authors’ argued that because large quantities of
real data are available, models generalize properly
without augmentation. Although training using
augmented text data is rare, generating new ques-
tions about images has been studied. The COCO-
QA dataset (Ren et al., 2015) for VQA was created
by parsing COCO captions with a syntactic parser,
and then used this to create QA pairs for four kinds
of questions using hand-crafted rules. However,
due to inability of the algorithm to cope with com-
plex sentence structures, a significant portion of
COCO-QA questions have grammatical errors or
are oddly phrased. Visual question generation was
also studied in (Mostafazadeh et al., 2016), with
an emphasis on generating questions about images
that are beyond the literal visual content of the im-
age. They endeavored to avoid simple questions
such as counting and color, which were empha-
sized in COCO-QA. Unlike our work, their objec-
tive was not data augmentation and they did not
try to answer the generated questions.

1.2 Datasets and Algorithms for VQA

We conduct experiments on two of the most pop-
ular VQA datasets: ‘The VQA Dataset’ (Antol
et al., 2015) and COCO-QA (Ren et al., 2015).
‘The VQA Dataset’ is currently the most popu-

lar VQA dataset and it contains both synthetic
and real-world images. The real-world images are
from the COCO dataset (Lin et al., 2014). All
questions were generated by human annotators.
We refer to this portion as COCO-VQA, and use it
for our experiments. COCO-QA (Ren et al., 2015)
also uses images from COCO, with the questions
generated by an NLP algorithm that uses COCO’s
captions. All questions belong to four categories:
object, number, color, and location.

Many algorithms have been proposed for VQA.
Some notable formulations include attention based
methods (Yang et al., 2016; Xiong et al., 2016; Lu
et al., 2016; Fukui et al., 2016), Bayesian frame-
works (Kafle and Kanan, 2016; Malinowski and
Fritz, 2014), and compositional approaches (An-
dreas et al., 2016a,b). Detailed reviews of existing
methods can be found in Kafle and Kanan (2017)
and Wu et al. (2016). However, simpler mod-
els such as linear classifiers and multilayer per-
ceptrons (MLPs) perform only slightly worse on
many VQA datasets. These baseline methods pre-
dict the answer using a vector of image features
concatenated to a vector of question features (Ren
et al., 2015; Zhou et al., 2015; Kafle and Kanan,
2016). We use the MLP model to conduct the
bulk of the experiments, but we show that the pro-
posed method is also effective on more sophisti-
cated VQA systems like multimodal compact bi-
linear pooling (MCB) (Fukui et al., 2016).

2 Methods for Data Augmentation

The impact of using data augmentation to improve
VQA has not been studied. We propose two meth-
ods for generating QA pairs about images: 1) a
template based generation method that uses im-
age annotations and 2) a long short term memory
(LSTM) based language model. The number of
questions generated using both methods are shown
in Table 1.

2.1 Template Augmentation Method

The template data augmentation method uses the
semantic segmentation annotations in COCO to
generate new QA pairs. COCO contains detailed
segmentation annotations with labels for 80 ob-
jects typically found in the images. We synthesize
four kinds of questions from the COCO annota-
tions: yes/no, counting, object recognition, scene,
activity and sport recognition.

Yes/No Questions: First, we make a list of the



Table 1: Number of questions in COCO-VQA compared to the number generated using the LSTM and
template methods.

Type COCO-VQA(Antol et al., 2015) LSTM Template Total Augmentation

Yes/No 140,780 (38.0%) 31,595 (29.2%) 1,023,594 (86.2%) 1,055,189 (81.5%)
Number 45,813 (12.4%) 2,727 (2.52%) 60,547 (5.1%) 63,274 (4.8%)
Other 183,286 (49.6%) 73,617 (68.2%) 102,617 (8.6%) 176,234 (13.6%)

Total 369,879 107,939 1,186,758 1,294,697

COCO objects present in an image. If the object
has an area greater than 2000 pixels, we can gen-
erate an object presence question, e.g., ‘Is there
a OBJECT in the picture?’ with ‘yes’ as the an-
swer. We use 10 templates to allow some varia-
tion in phrasing. For example, ‘Is there a person
in the image?’ and ‘Are there any people in the
photo?’ are variations of the same question. To
avoid question imbalance, we ask equal number
of ‘no’ questions about the objects that are absent
from the image.

Counting Questions: To make counting ques-
tions, we count the number of separate annotations
of all the objects of a particular category that have
an area greater than 2000 pixels, and ask 12 varia-
tions of a counting question template.

Object Recognition Questions: Object recog-
nition questions such as ’What is in the picture?’
can be ambiguous because multiple objects may
be present. So, we ask questions about COCO
‘super-categories’ (e.g., ‘food,’ ‘furniture,’ ‘vehi-
cle,’ etc.) to specify the type of object in the
question. However, ambiguity may persist if there
are multiple objects belonging to same supercate-
gory. For example, ‘What vehicles are shown in
the photo?’ becomes ambiguous if both ‘cars’ and
‘trucks’ are present. So, we ensure only a single
object of a supercategory is present before asking
a recognition question. We use 12 variations of
‘What SUPERCATEGORY is in the image?’

Scene and Activity Questions: If a object in an
image belongs to the COCO supercategory indoor
or outdoor, we generate questions such as ‘Is this
indoor or outdoors?’ Similarly, we ask about dif-
ferent rooms in the house by identifying the com-
mon objects in the room. For example, if there are
least two common kitchen appliances in the pic-
ture(e.g., toaster, microwave, etc.), then we infer
the room is a kitchen and ask ‘What room is this?’
with ‘kitchen’ as the answer. We employ similar
strategies for ‘living room’ and ‘bathroom.’ We
used six variations for ‘indoor/outdoor’ questions

and four variations for room classification ques-
tions. For sports, we check if any sports equip-
ment is present in the image and generate a ques-
tion about the type of sport being depicted in the
image. We use four variations of questions to ask
about each of the six common sports activities.

2.2 LSTM Augmentation Method

One major issues with our template-based aug-
mentation method is that the questions are rigid
and may not closely resemble the way questions
are typically posed in the VQA dataset. To ad-
dress this, we train a stacked LSTM that gener-
ates questions about images. The network consists
of two LSTM layers each with 1000 hidden units
followed by two fully connected layers, with 7000
units each, which is the size of our vocabulary con-
structed by tokening training questions into indi-
vidual words. The first fully connected layer has a
ReLU activation function, while the second layer
has the 7000-way softmax. The output question
is produced one word at a time until the ¡end-of-
question¿ token. The network is trained using the
COCO-VQA training data. During the generation
process, we start by passing the ¡start-question¿
token concatenated with the image features. To
predict the next word, we sample from a multi-
nomial distribution characterized by the prediction
probabilities. Sometimes such sampling generates
questions unrelated to image content. To com-
pensate for this, we repeat the sampling for ev-
ery word multiple times and pick the word occur-
ring most frequently. We then generate 30 initial
questions per image, and only retain the 3 most
frequent questions. Any generated question that
already exists in the original dataset is removed.

We use the MLP VQA method described in
Sec. 3 to create answers for the generated ques-
tions, but it is trained without augmented data.
Used alone, this can produce many incorrect an-
swers. To mitigate this problem, we tried to iden-
tify the kinds of questions the MLP VQA algo-



COCO-VQA: What instru-
ment does the person who
lives here play? A: Guitar

COCO-QA: What is in front
of a computer looking at the
screen as if browsing? A: Cat

Figure 2: Examples of questions and predicted an-
swers from COCO-VQA and COCO-QA datasets.
The results are from model trained jointly on orig-
inal and temple based QA pairs.

rithm tends to get correct. To do this, we use k-
means to cluster the training question features con-
catenated to a one-hot vector with the answer for
each question type (k = 25). We assign each val-
idation QA pair to one of these clusters and com-
pute each cluster’s accuracy. QA pairs assigned
to clusters that have a validation accuracy of less
than 70% are removed from the dataset.

3 Experiments And Results

First, we use the simple MLP baseline model used
in Kafle and Kanan (2016) to assess the two data
augmentation methods. Kafle and Kanan (2016)
showed that MLP worked well across multiple
datasets despite its simplicity. The MLP model
treats VQA as a classification problem with con-
catenated image and question features given to the
model as features and answers as categories. CNN
features from ResNet-152 (He et al., 2016) and
the skip-thought vectors (Kiros et al., 2015) are
used as image and question features respectively.
We evaluate the MLP model on COCO-VQA and
COCO-QA datasets. For COCO-QA, we excluded
all the augmented QA pairs derived from COCO’s
validation images during training, as the test por-
tion of COCO-QA contains questions for these
images. Table 2 shows the results for the MLP
model when trained with and without augmenta-
tion. Some examples for the model trained with
augmentation are are shown in Fig. 2.

Next, to demonstrate that the data augmentation
scheme also helps improve more complex mod-
els, we train the state-of-the-art MCB model with
attention (MCB+Att.+GloVe) (Fukui et al., 2016)
with the template augmentation and compare the
accuracy when the same model trained only on the
COCO-VQA dataset (Table 3).

Table 2: Results on COCO-VQA (test-dev) and
COCO-QA datasets for the MLP model trained
with and without augmentation.

Method COCO-QA COCO-VQA

MLP (Our Baseline) 60.80 58.65
MLP (LSTM Augmentation) 61.31 58.11
MLP (Template Augmentation) 62.21 59.61
MLP (Joint Augmentation) 62.28 58.45

Table 3: Results on COCO-VQA (test-dev) for the
MCB+Att.+GloVe model trained with and without
template augmentation.

Method COCO-VQA

MCB+Att.+GloVe 64.7
MCB+Att.+GloVe (Template Aug.) 65.28

4 Discussion and Conclusion

Referring to Table 2, we can see that both forms
of augmentation improved accuracy on COCO-
QA compared to the baseline, and the template-
based approach worked better than LSTM. For
COCO-VQA, the template-based augmentation
helped considerably, producing a relative increase
of 1.6% compared to when it was not used. We did
not observe an improvement from using the LSTM
method, perhaps due to label noise. While we tried
to mitigate label noise by rejecting QA pairs that
were likely to be wrong, this was not sufficient.
We are exploring alternative training methods that
are robust to label noise (e.g., Reed et al. (2014))
to help improve results using LSTM.

Additionally, we also evaluated which types of
questions benefit the most from data augmenta-
tion. For the MLP model trained on COCO-VQA
with the template augmentation, counting cate-
gory answer is improved the most (1.74%), fol-
lowed by others (1.01%), and yes/no (0.7%).

The results are promising and demonstrate that
VQA algorithms can benefit from data augmenta-
tion, even for hard question types like counting.
Furthermore, there is a lot of room for expansion
in both the LSTM and the template based methods
to produce a larger number and variety of ques-
tions. Template augmentation worked best in our
experiments, but if we can control for label noise,
the LSTM method can be more flexible than the
template method, and could be used to generate
virtually unlimited amount of training data using
images from the Internet.
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